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Existence of Nash equilibria
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Nash equilibria: Recap

Recall the problematic issues we have identified for 
pure Nash equilibria:
1. Non-existence: there exist games that do not possess an 

equilibrium with pure strategies
2. Non-uniqueness: there are games that have many Nash 

equilibria
3. Welfare guarantees: The equilibria of a game do not 

necessarily have the same utility for the players

Have we made any progress by considering equilibria with mixed 
strategies?
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Existence of Nash equilibria

• Theorem [Nash 1951]: Every finite game possesses at 
least one equilibrium when we allow mixed 
strategies
– Finite game: finite number of players, and finite number of pure 

strategies per player

• Corollary: if a game does not possess an equilibrium with pure 
strategies, then it definitely has one with mixed strategies

• One of the most important results in game theory
• Nash’s theorem resolves the issue of non-existence

– By allowing a richer strategy space, existence is guaranteed, no matter 
how big or complex the game might be
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Examples
• In Prisoner’s dilemma or Bach-or-Stravinsky, there exist 

equilibria with pure strategies
– For such games, Nash’s theorem does not add any more 

information. However, in addition to pure equilibria, we 
may also have some mixed equilibria

• Matching-Pennies: For this game, Nash’s theorem guarantees 
that there exists an equilibrium with mixed strategies
– In fact, it is the profile we saw: ((1/2, 1/2), (1/2, 1/2))

• Rock-Paper-Scissors?
– Again the uniform distribution: ((1/3, 1/3, 1/3), (1/3, 1/3, 1/3))
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Nash equilibria: Computation

• Nash’s theorem only guarantees the existence of 
Nash equilibria
– Proof reduces to using Brouwer’s fixed point theorem

• Brouwer’s theorem: Let f:D➝D, be a continuous 
function, and suppose D is convex and compact. 
Then there exists x such that f(x) = x
– Many other versions of fixed point theorems also available
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Nash equilibria: Computation

• So far, we are not aware of efficient algorithms for finding 
fixed points [Hirsch, Papadimitriou, Vavasis ’91]
– There exist exponential time algorithms for finding approximate fixed 

points

• Can we design polynomial time algorithms for 2-player 
games?
– After all, it seems to be only a special case of the general 

problem of finding fixed points
• For games with more players?
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it is very difficult



Computational Issues?

• Although in simple games it seems easy to compute a MNE, in general 
it is very difficult

• P: The class of problems that can be solved in polynomial time



Computational Issues?

• Although in simple games it seems easy to compute a MNE, in general 
it is very difficult

• P: The class of problems that can be solved in polynomial time
• NP: The class of problems that can be verified in polynomial time

– If I had a solution, I can verify if this solution is correct or not in polynomial time



Computational Issues?

• Although in simple games it seems easy to compute a MNE, in general 
it is very difficult

• P: The class of problems that can be solved in polynomial time
• NP: The class of problems that can be verified in polynomial time

– If I had a solution, I can verify if this solution is correct or not in polynomial time

• PPAD: The class of problems that we know that they have a solution, 
but this solution cannot be computed in polynomial time
– Finding a MNE belongs in this class
– Recall that according to Nash, there always exists a MNE



Metrics of Quality

• Notions that quantify how good is a state (or a 
NE)
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Metrics of Quality

• Notions that quantify how good is a state (or a 
NE)

• Recall that NE expresses stability as a solution 
concept

• Is this stable outcome good for the players?
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Pareto Optimality

• We say that a state is Pareto Optimal if there 
is no other state that all the players have at 
least the same utility as before
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Back to prisoner’s dilemma

• Players = the two prisoners

• Strategies = {confess, silent}

• Possible states = {(confess, confess), (confess, silent), (silent, confess), 
(silent, silent)}

• Utilities given by the bi-matrix:

• Confessing is a best response to any strategy of the other player

• (confess, confess) is a pure Nash equilibrium of the game

-3, -3 0, -5

-5, 0 -1, -1

confess silent

confess
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Back to prisoner’s dilemma

• Players = the two prisoners

• Strategies = {confess, silent}

• Possible states = {(confess, confess), (confess, silent), (silent, confess), 
(silent, silent)}

• Utilities given by the bi-matrix:

• Confessing is a best response to any strategy of the other player

• (confess, confess) is a pure Nash equilibrium of the game

• (silent, silent) is a Pareto Optimal state

-3, -3 0, -5

-5, 0 -1, -1

confess silent

confess

silent



Social Welfare

• The Social Welfare (SW) of a state s is defined 
as the sum of the payoffs of the players at this 
state

S𝑊 𝒔 =%
!∈#

𝑝𝑎𝑦𝑜𝑓𝑓!(𝒔)
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Social Welfare

• The Social Welfare (SW) of a state s is defined as 
the sum of the payoffs of the players at this state

S𝑊 𝒔 =%
!∈#

𝑝𝑎𝑦𝑜𝑓𝑓!(𝒔)

• Expresses how good the society feels with the 
outcome
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Battle of the sexes

• Sports, sports has a Social Welfare of 9 

3, 6 1, 1

2, 2 6, 3

sports movie

sports

movie

man

woman
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Price of stability and price of anarchy

• These notions allow us to quantify how far away from optimality the 
social welfare of equilibria can be

• NE = set of all equilibrium states of the game

• 𝒔!"# ∈ argmax𝒔 S𝑊 𝒔 = state of the game with maximum social 

welfare 

• The price of stability is an optimistic measure: it considers the best 
equilibrium (with maximum social welfare)

• The price of anarchy is a pessimistic measure: it considers the worst 
equilibrium (with minimum social welfare)

PoS = m𝑎𝑥
𝒔∈NE

S𝑊(𝒔!"#)
S𝑊(𝒔) PoA = min

𝒔∈NE
S𝑊(𝒔!"#)
S𝑊(𝒔)



Load balancing

• There are three equilibrium states: 𝑀&, 𝑀& , (𝑀&, 𝑀') and (𝑀', 𝑀&)

• 𝑀&, 𝑀& has social welfare 8, while (𝑀&, 𝑀') and (𝑀', 𝑀&) have social 
welfare 12 and are the optimal states

𝟒, 𝟒 𝟖, 𝟒
𝟒, 𝟖 𝟐, 𝟐

𝑴𝟏 𝑴𝟐

𝑴𝟏

𝑴𝟐

PoS =
12
12 = 1 PoA =

3
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Price of stability and price of anarchy

• 1 ≤ 𝑃𝑜𝑆 ≤ 𝑃𝑜𝐴

• The closer that we are in 1, the better (more efficient) the NE is
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